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Abstract

This paper studies the impact of a traffic optimisation method called Simplemux, on Quality of Experience (QoE) of Massively Multiplayer Online Role Playing Games (MMORPG). Simplemux allows a number of header-compressed packets of different flows to travel together, sharing the overhead of a common end-to-end tunnel. As a result, significant reductions in terms of bandwidth usage and packet rate can be achieved, but with a trade-off of introducing additional delay and delay variation. In the presented subjective studies we combine artificially created network flows of an MMORPG with traffic of real users, and this mix is sent through an implementation of Simplemux. In this way we simulate a case scenario in which a number of flows share a common network path. Two parameters are modified: the number of active game flows, and the multiplexing period. We examine if the players notice any degradation in their game experience, by comparing two situations: when Simplemux is active or not. Our goal is to investigate whether users’ QoE is degraded by using Simplemux.

Index Terms: traffic optimisation, Quality of Experience, massively multiplayer online role-playing games, user study

1. Introduction

From a network point of view, interactive applications, such as games, have to send updates at a very fast pace to maintain the perception of responsiveness. The content of each update is relatively small, so the traffic profile of these services consists of small packets. As a result, these applications produce traffic flows comprised of high rates of small packets. Similar traffic features can also be observed in non-real time applications such as instant messaging or Machine to Machine (M2M) services. Such small-packet services, as they are sometimes called \cite{1}, result in a reduction of the overall network efficiency, as their payload-to-header ratio is very low, so effective application-level bandwidth usage is reduced.

One solution to this problem is to have the packets buffered before being sent in a multiplexed bundle, with the counterpart of introducing an additional delay in the communication and also some variation of the delay (jitter). Multiplexing brings the possibility of reducing packet rate and bandwidth usage in exchange for a small increase of network delay and some jitter. Nevertheless, when a sufficient number of flows share a network path, significant savings can be achieved with addition of very minor delays of delay and jitter. The present work specifically addresses the problem of the impact of this delay and jitter on players’ Quality of Experience (QoE). We examine the effect of multiplexing on subjective quality for World of Warcraft (WoW) which is a TCP-based Massively Multiplayer Online Role Playing Game (MMORPG). We have selected Simplemux \cite{2} as an example of a multiplexing solution for our tests, although the results are also applicable to any other aggregation technique.

In our use case we optimise traffic flows from one server of an MMORPG, and specifically look at the influence at the user level. In this study we keep the round trip time (RTT) under 100 ms at all times, which is considered as good even for more interactive games such as First Person Shooters \cite{3}. For MMORPGs there are conflicting results regarding the impact of delay on player’s QoE \cite{4, 5}, but the most conservative results suggest that for Mean Opinion Score (MOS) above 4, RTT should be kept under 120 ms \cite{4}. As regards to variation of delay, the same work \cite{4} stated that variation of delay of 10 ms has significant impact on QoE. Therefore, we want to make a subjective study evaluating Simplemux effects on QoE.

For that aim, we conduct a subjective users’ study in which the players compare their QoE in the case in which Simplemux optimisation is run versus a case in which no optimisation occurs. Our goal is to evaluate whether the QoE of the players would be degraded when the Simplemux optimisation is used, but always maintaining the overall RTT low enough (below 100 ms, including the delay introduced by Simplemux). In other case, based on the scores of the evaluation parameters, multiplexing parameters can be adjusted to ensure high QoE.

The remainder of the article is organized as follows: Section 2 describes the related work, Section 3 presents Simplemux in more detail. Section 4 contains the information about the methodology, namely the details regarding laboratory tested and the approach to performing the user study. Section 5 describes the results, and we conclude the paper in Section 6.

2. Related Work

In order to improve the traffic efficiency, several optimisation techniques have been developed, based on aggregating a number of packets on different network layers. On layer 2, 802.11 in [6] (and subsequent versions) include two frame aggregation policies: MAC Service Data Unit aggregation (A-MSDU) and MAC Protocol Data Unit aggregation (A-MPDU). The efficiency improvement is significant: A-MPDU can increase channel utilisation from 33% to 95% in some cases \cite{7}.

PPPMux \cite{8} is an extension of PPP allowing the multiplexing of a number of packets into a single frame. Multiplexing at higher layers i.e., for VoIP optimisation was studied in [9], which focused on keeping the speech quality while performing multiplexing. Multiplexing can effectively be combined with tunneling and header compression \cite{10} in order to amortize between a number of packets the overhead caused by the tunnel header \cite{11}. Another aggregation proposal is Simplemux \cite{2}, a generic and lightweight protocol aimed to enable the multiplexing of a number of packets belonging to a protocol (the multiplexed packets), into another protocol (i.e. the tunneling
Figure 1: Packet size histogram of a traffic trace of World of Warcraft

Figure 2: Scheme of Simplemux

3. Simplemux

To illustrate the problem of small packets in the network, in Figure 1 we present the packet-size distribution of a traffic trace from WoW, an MMORPG based on TCP. It can be observed that the size distribution of client-to-server packets ends in 200 bytes, with a significant amount of pure TCP ACKs (40 bytes). In contrast, the size of server-to-client packets has a wider range, although a significant amount of them are also small.

A solution for the presented problem is traffic optimisation techniques. Several of them are available, mostly relying on compression of headers and multiplexing of packets on various network layers. One of such methods is Simplemux [2], a generic and lightweight multiplexing protocol aimed to enable the multiplexing of a number of packets belonging to a protocol, into another protocol [12]. As shown in Figure 2, Simplemux creates a tunnel covering a network path between an ingress and an egress machine. These machines may be the endpoints of the communication, but they may also be middleboxes able to multiplex packets belonging to different flows. This tunnel allows header-compressed packets to travel end-to-end, avoiding the need to compress/decompress headers at each node. Therefore, a number of compressed packets of different flows can travel together, sharing the tunnel overhead. As a result, significant reductions of bandwidth usage and packet rate can be achieved [2].

Simplemux can work at Network or Transport layers, i.e. multiplexed packets can travel as IP or UDP payload respectively. It does not require a session setup, since the idea is that a specific protocol number (Network layer) or port (Transport layer) could be reserved to it. Thus, if the destination machine receives a packet with this protocol or port number, and if it implements Simplemux, it can demultiplex and extract the packets. There is no need to set up a session or to store any session parameter.

There are different policies which can be employed for aggregating small into large packets: 1) fixed number of packets - once a fixed number of packets has arrived, a multiplexed packet is created and sent; 2) size limit - once a size limit is reached (e.g., next to the MTU of the underlying network), a multiplexed packet is sent; and 3) period - a multiplexed packet is sent every time period. The combination of size limit and period policies enables control the additional delay introduced by multiplexing while maintaining high bandwidth usage savings: a multiplexed packet is sent at the end of each period but, if the size limit is reached, a multiplexed packet is sent immediately, and the period is reset. Thus, the added delay is for the worst case scenario equal to the defined period.

When multiplexing is based on a time period, a sawtooth-shaped delay is added to the packets [15], i.e., those arriving at the beginning experience a big delay, whereas those arriving at the end are sent almost immediately. The average delay is half the period, and some jitter is also added.

4. Methodology

4.1. Laboratory testbed

To enable testing we have first integrated Simplemux into Integrated Multiprotocol Network Emulator/Simulator (IMUNES) (http://imunes.net/) [16]. IMUNES was originally built on a FreeBSD platform, but as of recently a Linux-based implementation is also available. Using IMUNES, complex network architectures can be simulated on one machine, so there is no need for a physical testbed comprising multiple PCs and routers.

As we previously stated, as a use case MMORPG we use WoW. To generate realistic network flows associated with a WoW server, we use the User Behaviour Based Network Traffic Generator (UrBBaN-Gen) architecture [17], which provides player behaviour based network traffic generation. UrBBaN-Gen consists of three main components: User Behaviour Simulator (UBS), Distributed Traffic Generation Control System
(DTGCS), and Distributed Internet Traffic Generator (D-ITG) as a module for creating packets [18]. Both physical environment and simulated environment are presented Figure 3 which depicts the testbed. On workstation 1 WoW client is run and in the testing procedure the players play on this device. Workstation 2 hosts two parts of UrBBaN-Gen are run: UBS and server part of DTGCS. Both workstations are connected via Ethernet switch with workstation 3 which has 2 network interfaces (interfaces eth0 and eth1) and runs IMUNES. IMUNES has the ability to include the interfaces from the workstation on which it is hosted to the simulation and through that include the traffic outside of the simulation and run it through the simulated network. Within IMUNES on simulated workstations pc1 and host1 other elements of UrBBaN-Gen are hosted: part of DTGCS and D-ITG network traffic senders (on host1), and part of DTGCS and D-ITG network traffic receivers (on pc1).

In this way the real WoW traffic flowing from the client to the server and back shares the network path with the artificially generated flows within the simulation. Based on the data from UBS, DTGCS controls the D-ITG network traffic senders and receivers which are run within the IMUNES simulation. In the simulation, server-to-client traffic of different action categories generated, as defined in [19]. On the shared path the traffic is optimised using Simplemux located on Router 2 and Router 3.

4.2. Subjective tests

Tests focus on users playing WoW, testing whether they notice the difference between a scenario in which Simplemux is run, compared to the scenario in which Simplemux is not run. We simulate different numbers of active artificial flows (i.e., 10, 20, 30, 50 and 600 flows), as well as different multiplexing periods (i.e., 10, 20, 30, 50 ms). We refer to each combination of numbers of artificially generated flows and the multiplexing period as a “scenario”. The scenarios that have been tested are listed in Table 1. Each user has tested all the scenarios.

For comparison of gameplay between the case in which Simplemux is used and the one in which it is not, we used paired comparison, as defined in ITU-T P.800 [20] and ITU-R BT.500-13 [21]. In the Comparison Category Rating (CCR) method testers are presented with a pair of samples on each scenario. The order of the affected and unaffected sample is chosen at random for each scenario. In the CCR procedure, the 7pt. comparison scale, presented in Table 2, is used to judge the quality of the second sample relative to that of the first.

The procedure for testing is as follows: first, the testing user would create a new character in WoW and play for a few minutes to get familiar with the commands. Then, the testing procedure would start. In each scenario, two different settings were tested (i.e., Simplemux on and off). Between both settings, the player has to be disconnected from the virtual world as the initialisation/shutdown process for Simplemux resets network interfaces within IMUNES so the connection with the WoW servers is severed. The duration of gameplay for each setting was one minute. After one scenario was completed (i.e., both settings in scenario were tested), the user would: 1) compare the QoE of the gameplay of the second setting with the first one on the 7pt. scale described above and 2) answer whether he/she would continue playing in these conditions. Additionally, RTT was noted for each setting (as reported in the WoW client).

The participants of the study were 10 males, aged from 22 to 33. All the test participants were experienced gamers. The testing procedure lasted between 30 and 35 minutes on average.

### 5. Results

The order in which each player performed both tests was random. Therefore, for the presentation of results, we normalised the CCR scores so as to present all scores considering Simplemux as the second setting (i.e., we reversed the algebraic sign in the scenarios in which Simplemux enabled was the first setting within a scenario).

The results for scenarios 1-6 are depicted in Figure 4. For scenario 7 we do not display the data, as all CCR scores were 0 (“About the same”). It can be observed that in every scenario at least 7 test participants did not discriminate between both settings. No CCR score of 3, -3, and -2 was given, meaning that at the worst case, the setting in which Simplemux was active, was graded as “Slightly worse”. What is interesting is that in two cases the scenario in which Simplemux was active was graded as “Better” (CCR score 2) than the scenario without Simplemux. The results indicate that for majority of time (81.43%) the users were not able to appreciate the difference. What is more important, all users in all scenarios stated that they would continue playing under these conditions. Therefore, we can conclude that the use of Simplemux in our scenarios did not introduce degradation at a scale that would impact players’ willingness to play.

**Table 1: Tested scenarios**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>No. of generated flows</th>
<th>Period [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>30</td>
</tr>
</tbody>
</table>

**Table 2: 7pt. comparison scale**

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Much Better</td>
</tr>
<tr>
<td>2</td>
<td>Better</td>
</tr>
<tr>
<td>1</td>
<td>Slightly Better</td>
</tr>
<tr>
<td>0</td>
<td>About the Same</td>
</tr>
<tr>
<td>-1</td>
<td>Slightly Worse</td>
</tr>
<tr>
<td>-2</td>
<td>Worse</td>
</tr>
<tr>
<td>-3</td>
<td>Much Worse</td>
</tr>
</tbody>
</table>

Figure 3: Laboratory testbed
The RTT from our laboratory to the WoW server was 38 ms (as reported in the WoW client) when the Simplemux optimisation was not enabled (base RTT). In Figure 5 we present the average RTT measured in every scenario. It should be noted that RTT never reached 100 ms for any user. Half of the multiplexing period is added as delay in one direction, resulting in an average latency increase of one multiplexing period. Added latency also depends on the number of generated additional flows so it is lower in cases with higher number of users, where the MTU can be reached. When comparing CCR results with the introduced latency, no clear correlation is observed, meaning that the users do not notice the discrepancies in the latency. This could be expected, as one of our goals was to keep the latency below 100 ms. Another important finding coming from these results is that delay variation introduced by multiplexing is neither registered by the players in our scenarios.

The results regarding bandwidth usage savings and reduction of the packet rate were obtained by capturing network traffic on the router 2, before and after Simplemux multiplexing. Reduction of the bandwidth usage and packet rate is depicted in Figure 6. Very significant packet rate reduction (up to 88%) can be observed, and bandwidth usage reduction can be up to 68%. The higher the number of concurrent flows that are multiplexed, the better both the bandwidth usage savings and the packet rate reduction. All in all, the results indicate that bandwidth usage savings and especially significant packet rate reduction can be obtained without degrading MMORPG players’ QoE, as long as the overall latency is kept under 100 ms.

6. Conclusions

In this study we performed a subjective evaluation of Simplemux method for traffic optimisation for a use case of a real time service - MMORPG. The main constraint of the subjective study is that the overall latency in all cases must be kept under 100 ms. The results of the study showed that even with a small number of flows (such as 10), and 50 ms multiplexing period, aggregation of flows using Simplemux results in a reduction of bandwidth usage and packet rate up to 40% without degrading the players’ QoE. In cases in which the multiplexing period must be kept low to maintain overall latency below 10 ms, for already 20 players bandwidth saving of 45% and packet savings of 20% can still be achieved. Another important finding is that the introduced latency variation which can be up to half of the multiplexing period does not prove to be a problem for the players, who do not notice it.
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